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ABSTRACT 

This paper uses rehabilitation training monitoring technology based on 

computer image technology to monitor the exercise intensity and effect of 

patients in rehabilitation training in real-time. The dynamic video of the patient 

is captured by a high-definition camera, and the Open Pose algorithm is used 

to detect the key points of human movement to obtain movement data such as 

joint displacement and speed. The random forest model uses an integrated 

learning method to complete the classification of exercise intensity by 

constructing multiple decision trees. At the same time, ResNet (Residual 

Network) is applied to extract the spatiotemporal features of the movement 

pattern using multi-layer convolution operations, and classify and evaluate the 

exercise effect. Finally, the system feeds back the monitoring results to the 

rehabilitation trainer through a visual interface, uses metabolic equivalent of 

task (MET) and heart rate changes as the core indicators for exercise intensity 

evaluation, and comprehensively evaluates the recovery situation based on the 

range of joint movement, gait stability and cycle training results. The 

experimental results show that after 7 cycles of rehabilitation training, the 

patient’s recovery rate increases to 93.2%. 

KEYWORDS: Computer Vision Technology, Rehabilitation Training, Exercise 

Intensity, Exercise Effect, Deep Learning. 

1. INTRODUCTION 

With the intensification of the global aging trend, the importance of 

rehabilitation training in improving patients’ quality of life and promoting the 
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recovery of physical functions has become increasingly prominent. According 

to statistics from the World Health Organization, more than 60% of the elderly 

who have undergone surgery, trauma or chronic diseases (Livneh, 2022) need 

rehabilitation training (Rutkowski et al., 2020). Most of the traditional 

rehabilitation training methods rely on manual monitoring and evaluation, which 

not only suffers from the short comings of high subjectivity and inaccurate data 

recording, but also makes it difficult to capture the intensity and effect of 

exercise in real-time. This limitation makes it impossible for many patients to 

receive timely and effective feedback, which in turn affects the effectiveness of 

rehabilitation. Developing a method that can monitor rehabilitation training in 

real-time is particularly important (Suchomel et al., 2021), which not only 

improves the accuracy of exercise monitoring, but also enhances patient 

engagement and training motivation. Benefiting from the rapid development of 

computer image technology (Zhao et al., 2022), people can capture the 

patient’s movement status in real-time through the camera, and use image 

processing algorithms to analyze various parameters during the movement 

process. The application of this technology can not only provide more accurate 

motion data, but also integrate multi-dimensional motion information to achieve 

a comprehensive evaluation of the effect of rehabilitation training. With the 

continuous advancement of artificial intelligence and deep learning (Sejnowski, 

2020)technology, more complex models are used to analyze and interpret 

motion data, improving the level of intelligent monitoring (Ageed et al., 2021). 

Many researchers have begun to focus on the application of computer image 

technology in motion monitoring in recent years. For example, scholars such as 

Wu Z and Dalal S (Dalal et al., 2023; Wu et al., 2021) proposed a motion 

detection method based on image processing. This method used a high-

resolution camera to capture motion data in real-time and used computer vision 

technology to evaluate motion intensity. This method achieved good results in 

many sports and provided a new perspective and idea for motion monitoring. 

Scholars such as Tripathi M and Li Z (Li et al., 2021; Tripathi, 2021) proposed 

a new deep learning method in the field of rehabilitation training, using 

convolutional neural network (CNN) to analyze the patient’s motion image data 

to monitor their motion quality. By optimizing the network structure and applying 

data enhancement technology, the accuracy and robustness of motion 

detection are effectively improved. Although these technologies have potential 

application value, they still face some challenges in practical applications. For 

example, factors such as lighting changes and background interference during 

image capture may affect the effect of motion monitoring. In the study of 

rehabilitation training, scholars such as Postolache O and Nascimento L 

(Nascimento et al., 2020; Postolache et al., 2020) emphasized the importance 

of combining motion monitoring systems with patients’ personalized needs. 

They believed that traditional monitoring methods often ignore individual 

differences in patients, resulting in monitoring results that cannot effectively 

reflect their true rehabilitation progress. Therefore, how to incorporate 
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personalized design into monitoring technology can be a key direction for future 

research. In the study of the above problems, Cao X and Zhu Y C (Cao et al., 

2020; Zhu et al., 2021) and other scholars used convolutional neural networks 

to improve the accuracy of image analysis and achieved good results. Their 

research showed that the application of deep learning models in motion 

monitoring can significantly improve the processing speed and accuracy of 

motion data. For example, in the recognition of key postures during patient 

rehabilitation training, deep learning technology has demonstrated powerful 

feature extraction capabilities and can effectively distinguish normal and 

abnormal motion patterns. Existing methods generally lack adaptability and 

generalization capabilities for different types of motion. Mao W and Gao Z (Gao 

et al., 2021; Mao et al., 2021) and other scholars pointed out in their research 

that traditional convolutional neural networks may suffer from a decrease in 

recognition rate due to overfitting when facing complex motion scenes. In order 

to overcome this problem, they proposed a multi-level convolution structure that 

effectively improved the temporal analysis capability of motion patterns. 

However, these methods are still insufficient in terms of multidimensional data 

integration. Therefore, this paper adopted the ResNet model, with its deep 

network structure and residual learning advantages, to overcome the limitations 

of existing methods in motion monitoring. The ResNet model showed strong 

adaptability and accuracy in processing complex data, which made it an ideal 

choice for solving motion monitoring problems. By applying more advanced 

algorithms, it is expected to effectively improve the monitoring effect and data 

processing capabilities of rehabilitation training. This paper proposed an 

innovative computer image technology monitoring system for evaluating the 

intensity and effect of patients in rehabilitation training. The system used 

advanced image processing technology to achieve real-time monitoring of 

rehabilitation training and integrate multi-dimensional motion data to provide 

more objective and accurate monitoring results. A high-definition camera was 

used to capture dynamic videos of patients in training to collect rich motion 

information. The collected video data was processed by multiple algorithms in 

the OpenCV library (Susim & Darujati, 2021) to denoise, grayscale and 

normalize the captured images to eliminate environmental interference and 

improve image quality. The Open Pose algorithm (D’Antonio et al., 2021) was 

used to detect motion key points and extract joint displacement and velocity 

information. The random forest algorithm (Boateng et al., 2020) was used to 

analyze the displacement and velocity data of key points of the movement, 

determine the intensity of the movement and classify it into mild, moderate and 

severe. The ResNet model (Wen et al., 2020) was applied to evaluate and 

classify the exercise effect, and the transfer learning technology (Wang et al., 

2021) was used to enable the model to adapt to different movement patterns 

and further improve the accuracy of the evaluation. In order to improve the user 

experience, the system also built a real-time feedback mechanism to display 

the monitoring results to the rehabilitation trainees through a visual interface. 
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The purpose of this study is to improve the intelligence and objectivity of 

rehabilitation training monitoring, provide a scientific basis for the rehabilitation 

of patients, and thus promote the progress and development of the field of 

rehabilitation training. 

2. Monitoring System Based on Computer Image Technology 

2.1. Data Acquisition 

This system uses a high-definition camera to collect data to ensure that 

high-quality dynamic video is obtained during rehabilitation training. The high-

definition camera is installed in the patient’s motion area to ensure that the 

training scene can be fully covered. This system chooses to use the Logitech 

C920 HD Pro Webcam, which supports 1080p high-definition resolution and 

can record the motion process at a speed of 30 frames per second to ensure 

that every detail of the movement is captured. As shown in Figure 1, through 

this high-definition camera device, the system can capture the trajectory and 

posture of key movements in the movement, providing a basis for subsequent 

motion analysis. 

 

Figure 1: Device Capture Image 

During the data acquisition process, the system uses camera calibration 

technology (Huang et al., 2020) to ensure that the camera data is aligned with 

the real-world coordinate system. The mathematical model of camera 

calibration can be expressed as: 

[
𝑢
𝑣
1
] = K ⋅ [

𝑅 𝑇
0 1

] ⋅ [

𝑋
𝑌
𝑍
1

]                         (1) 

Among them, [
𝑢
𝑣
1
]  is the image coordinate; K  is the camera intrinsic 



Rev.int.med.cienc.act.fís.deporte - vol. 25 - número 100 - ISSN: 1577-0354 

500 

parameter matrix; 𝑅 is the rotation matrix; 𝑇 is the translation vector; [

𝑋
𝑌
𝑍
1

] is 

the world coordinate. By using a checkerboard pattern for calibration and using 

the corresponding functions in the OpenCV library for calculation, the influence 

caused by device errors can be effectively eliminated, thereby improving the 

accuracy and consistency of data. To achieve real-time monitoring, the data 

acquisition process adopts multi-threaded processing technology (Samy et al., 

2021). One thread is responsible for the acquisition of high-definition video data 

to ensure that the data is recorded synchronously in real-time. Through this 

design, the system can effectively improve the efficiency of data acquisition and 

avoid the problem of inaccurate motion analysis caused by data delay. 

Assuming that thread A processes video data and the time delay is Δ𝑡𝐴, it is 

required that: 

Δ𝑡𝐴 ≈ 0 → ensure data synchronization                (2) 

The collected dynamic video and depth information are transmitted to 

the data processing unit via Wi-Fi or Bluetooth. To ensure the stability of the 

signal and the smoothness of data transmission, this paper selects a high-

bandwidth transmission protocol to avoid data loss due to signal interference. 

The bandwidth of data transmission can be expressed as follows: 

𝐵 =
𝐷

𝑇
                                  (3) 

Among them, 𝐵  is the bandwidth; 𝐷  is the data size (bits); 𝑇  is the 

transmission time (seconds). The system also provides a local storage function 

so that data can still be recorded and uploaded later when the network is 

unstable. To improve the flexibility and convenience of monitoring, the system 

also considers the application of mobile devices. Users can use smartphones 

or tablets to remotely monitor and collect data, and use the camera and sensors 

of mobile devices to build temporary monitoring points. In this mode, the system 

still maintains data consistency and transmits motion data to the server in real-

time through mobile applications, which facilitates the monitoring and 

adjustment of rehabilitation training. Through the two-dimensional dynamic 

video captured by the high-definition camera, this system can provide a detailed 

motion data set to assist in subsequent motion analysis. Combined with motion 

trajectory analysis technology, the system can accurately extract key points and 

action paths in motion. The extraction and trajectory analysis of motion key 

points can be described by the following formula: 

P2𝐷 = K−1 ⋅ [
𝑢
𝑣
1
]                                (4) 
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Among them, P2𝐷 is the coordinate of the motion key point in the two-

dimensional image plane, and a complete motion trajectory is constructed by 

tracking these key points. This system effectively solves the problems of 

accuracy, real-time and flexibility of data acquisition during rehabilitation 

training by combining the Logitech C920 high-definition camera with multi-

threaded processing technology, and provides reliable data support for the 

monitoring and analysis of subsequent exercise intensity and effect. 

2.2. Image Preprocessing 

After data acquisition is completed, the image preprocessing stage aims 

to provide high-quality and stable image data for subsequent motion analysis. 

Through strict preprocessing steps, the impact of external factors such as 

device noise and illumination changes on the accuracy of motion analysis can 

be significantly reduced. In order to simplify the amount of calculation and 

reduce the interference of color information on motion detection, the image 

needs to be grayed after denoising. This paper uses the cv2.cvtColor() function 

in OpenCV to convert the RGB image into a grayscale image 

Y=0.299R+0.587G+0.114B. R, G, and B represent the red, green, and blue 

channel pixel values in the image, respectively, and Y represents the brightness 

value in the grayscale image. Through this weighted average method, graying 

retains the brightness information of the image while eliminating the 

interference of color on subsequent analysis. Since the lighting conditions in 

the rehabilitation training scene may change, graying helps to reduce 

fluctuations under different lighting environments, making the motion features 

in the image more consistent. To further reduce the impact of lighting changes 

on the image, the grayed image also needs to be normalized. The purpose of 

normalization is to standardize the pixel values in an image to a certain range 

to enhance the contrast and improve the robustness of feature extraction. The 

following formula is used to linearly normalize the image pixel values: 

𝐼′ =
𝐼−𝐼𝑚𝑖𝑛

𝐼𝑚𝑎𝑥−𝐼𝑚𝑖𝑛
                              (5) 

Among them, 𝐼 is the original grayscale value; 𝐼𝑚𝑖𝑛 and 𝐼𝑚𝑎𝑥 are the 

minimum and maximum grayscale values in the image respectively; 𝐼′ is the 

normalized pixel value, which is usually in the range of [0, 1]. This normalization 

method can effectively improve the contrast of the image, especially when the 

image brightness range is small, by enhancing the details of the darker area, 

ensuring that the motion key points can still be accurately detected under 

different lighting environments. The original video data is usually interfered by 

environmental noise, camera device jitter, etc., so image denoising is required. 

This paper uses Gaussian Blur (Liu et al., 2020) to smooth the image and 

remove high-frequency noise. This method reduces detail noise by weighted 

averaging each pixel in the image with its surrounding pixels. The calculation 
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formula is as follows: 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
exp⁡ (−

𝑥2+𝑦2

2𝜎2
)                      (6) 

Among them, 𝜎 is the standard deviation parameter, which is used to 

control the degree of filtering. By selecting an appropriate standard deviation, 

small noise is smoothed out while retaining key features in motion. During the 

implementation, the standard deviation 𝜎  is experimentally determined to 

eliminate noise without blurring motion details. Gaussian filtering can effectively 

reduce the impact of device jitter and uneven ambient light on image quality, 

making subsequent key point detection more stable, as shown in Figure 2. 

 

Figure 2: Grayscale and Gaussian Filter Denoising Results. (Figure 2 (A): Grayscale image; 

Figure 2 (B): Gaussian filter denoising image).  

To further improve the contrast of the image, this paper also uses 

adaptive histogram equalization (AHE) (Mehdizadeh et al., 2023). Compared 

with the traditional global histogram equalization, adaptive histogram 

equalization divides the image into several small blocks and performs 

histogram equalization on each small block independently, thereby enhancing 

the contrast of the local area of the image. The specific implementation adopts 

the CLAHE (Contrast Limited Adaptive Histogram Equalization) algorithm 

(Singh et al., 2020), which applies a contrast limiting factor to avoid the noise 

amplification problem that may occur during the equalization process. The 

image is divided into several non-overlapping small grid areas, and the 

histogram is calculated in each grid area. The histogram is equalized. For the 

grids at the boundary of the image, the bilinear interpolation method is used to 

smooth the pixel values. The contrast limiting factor is used to suppress the 

excessive peaks in the histogram to avoid noise diffusion. Through CLAHE, the 

contrast of local areas in the image is enhanced, especially the details of key 

parts in motion become clearer after contrast enhancement, ensuring the 

accuracy of key point detection and motion trajectory analysis, as shown in 
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Figure 3. In Figure 3 (C) and Figure 3 (D), the horizontal axis represents the 

gray level of each pixel in the image, and the vertical axis represents the 

number of pixels with this gray level. 

 

Figure 3: Adaptive Histogram Equalization. (Figure 3 (A): Original image; Figure 3 (B): 

Equalized image; Figure 3 (C): Histogram of original image; Figure 3 (D): Histogram of 

equalized image) 

 To ensure the accurate extraction of motion key points, Canny edge 

detection (Sekehravani et al., 2020) is used in the last step of preprocessing. 

Canny edge detection is a multi-step edge detection algorithm that detects the 

edge of an object by calculating the image gradient. A Gaussian filter is applied 

for noise smoothing, and the image gradient is calculated. The edge strength 

in the horizontal and vertical directions of the image is obtained, and the edge 

is refined and non-edge points are suppressed by non-maximum suppression 

(Guo et al., 2022) (NMS). The double threshold method (Yu et al., 2023) is used 

to retain strong edges and connect weak edges, as shown in Figure 4. 

 

Figure 4: Canny Edge Detection Results 
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Edge detection further enhances the features of the human body contour 

during motion to ensure that the subsequent key point detection algorithm can 

accurately locate the position of each joint. The threshold of Canny edge 

detection is adjusted through multiple experiments to ensure that it can 

effectively detect moving bodies in different motion scenes. 

2.3. Motion Key Point Detection 

During the motion key point detection process, the Open Pose algorithm 

is used to analyze the patient’s motion posture to obtain the precise coordinates 

of the joint points. Open Pose is a multi-body posture estimation method based 

on convolutional neural network (CNN) that can detect multiple joint positions 

in the image in real-time, including joints such as shoulders, elbows, and knees. 

The multi-stage convolutional network structure of Open Pose is used to 

process the input dynamic video. The input dynamic video is converted into a 

series of frame images and processed by the multi-stage convolutional network 

structure of Open Pose. Assuming the input image is 𝐼  and the key point 

heatmap output by the network is 𝐻, each heat map represents a specific joint 

point 𝑘. The generation of the heatmap can be expressed as: 

𝐻𝑘(𝑥, 𝑦) = 𝜎(𝑊𝑘 ∗ 𝐼(𝑥, 𝑦) + 𝑏𝑘)                     (7) 

Among them, 𝑊𝑘 is the convolution kernel; 𝑏𝑘 is the bias term; 𝜎 is 

the activation function ReLU (Strong et al., 2023); ∗ represents the convolution 

operation. In this way, the model generates heatmaps for the main joints of the 

human body (such as shoulders, elbows, knees, etc.). In order to extract the 

key point coordinates from the heatmap, the maximum value method is used: 

(𝑝𝑥, 𝑝𝑦) = argmax
𝑥,𝑦

(𝐻𝑘(𝑥, 𝑦))                     (8) 

In this formula, (𝑝𝑥, 𝑝𝑦) represents the best position of the joint point 𝑘 

in the heatmap 𝐻𝑘. This process uses NMS technology to filter out redundant 

key points to ensure that the final output key point set is optimal. By setting a 

certain threshold T, only key points with confidence 𝐻𝑘(𝑥, 𝑦) greater than T are 

retained, thereby improving the stability and reliability of the detection results. 

In the key point detection stage, the heatmap generated by Open Pose contains 

the distribution of each joint point, indicating the confidence of the specific key 

point at that position. In order to enhance the detection accuracy, the new key 

point detection strategy is combined with the Alpha Pose technology (Fang et 

al., 2022) and the Feature Pyramid Network (FPN) (Zhou & Zhang, 2022) in 

deep learning, which effectively improves the detection ability of small objects 

and overlapping objects. The algorithm is expressed as follows through multi-

scale feature fusion: 

𝐹𝑝𝑦𝑟𝑎𝑚𝑖𝑑(𝑥) = ∑  𝑁
𝑖=1 𝛼𝑖 ⋅ 𝐹𝑖(𝑥)                      (9) 
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Among them, 𝐹𝑖(𝑥)  is the feature map of the 𝑖 -th layer; 𝛼𝑖  is the 

corresponding weight coefficient; 𝑁 is the number of feature layers. AlphaPose 

processes multiple input images in parallel and utilizes the multi-scale capability 

of deep feature extraction to enhance the ability to capture key points of multiple 

people in dynamic scenes, as shown in Figure 5. 

 

Figure 5: Open Pose Key Point Detection 

2.4. Exercise Intensity Calculation 

During the exercise intensity calculation process, this system uses the 

random forest algorithm to classify and evaluate exercise intensity based on 

the detected exercise key point data and combined with individual physiological 

characteristics, aiming to precisely measure and quantify the exercise intensity 

in rehabilitation training and provide data support for personalized training 

programs. The whole process includes the displacement and velocity 

calculation of the exercise key points, feature extraction and physiological data 

fusion, and the training and optimization of the classification model, ultimately 

achieving accurate classification of exercise intensity. Exercise intensity 

calculation relies on quantitative analysis of the displacement and velocity 

information of the exercise key points. The key points detected by the Open 

Pose algorithm (such as shoulders, elbows, knees, etc.) generate a series of 

time series coordinate data. Assuming that the positions of the two key points 

k1 and k2 are (x1, y1) and (x2, y2), respectively, the displacement 𝑑 between 

the key points can be expressed as: 

𝑑 = √(𝑥2 − 𝑥1)
2 + (𝑦2 − 𝑦1)

2                    (10) 

Next, the velocity 𝑣  is calculated based on the displacement 𝑑 . The 
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velocity is defined as the displacement per unit time: 

𝑣 =
𝑑

Δ𝑡
                               (11) 

By calculating the displacement and velocity of each key point during the 

entire exercise process, a set of time series feature data containing the key 

point movement pattern is constructed. These data reflect the dynamic changes 

of each part during the exercise process and provide a basis for subsequent 

intensity calculation. To further improve the accuracy of exercise intensity 

calculation, the system not only considers the displacement and velocity 

information of the key points of the exercise, but also integrates physiological 

data, especially heart rate changes. The heart rate data 𝐻𝑅 obtained by the 

heart rate monitoring device is integrated with the displacement and velocity 

characteristics during exercise. The individual’s resting heart rate is set to 

𝐻𝑅𝑟𝑒𝑠𝑡 and the maximum heart rate is set to 𝐻𝑅𝑚𝑎𝑥. The heart rate reserve 

(Kelshiker et al., 2022)(HRR) during exercise is calculated using the following 

formula: 

𝐻𝑅𝑅 =
𝐻𝑅−𝐻𝑅𝑟𝑒𝑠𝑡

𝐻𝑅𝑚𝑎𝑥−𝐻𝑅𝑟𝑒𝑠𝑡
                        (12) 

According to the characteristics of displacement, velocity, and HRR, the 

system constructs a multidimensional feature vector, including displacement 

features, velocity features, heart rate features, and time series features, to 

describe the characteristic performance under different exercise intensities. 

These features not only reflect the individual’s exercise pattern, but also 

comprehensively consider the individual’s physiological differences, thereby 

achieving personalized processing in exercise intensity assessment. After 

normalization, these features are input into the random forest model for 

classification. In this system, the random forest model is used to classify 

exercise intensity. Random forest is an algorithm based on ensemble learning, 

which has strong nonlinear fitting ability and anti-overfitting ability. The 

algorithm completes the classification task by constructing multiple decision 

trees, and generates the final strong classifier by integrating multiple weak 

classifiers to improve the accuracy and stability of the model. In the model 

training stage, the training data set is first labeled, and the exercise intensity 

categories are set to be mild, moderate, and severe, corresponding to different 

exercise intensity levels. The training data of each category contains the 

displacement, speed, heart rate and other characteristics of the key points of 

the exercise. The construction of the decision tree uses the Gini Index (Daniya 

et al., 2020) as the node splitting standard. The Gini Index is defined as: 

𝐺𝑖𝑛𝑖(𝑝) = 1 − ∑  𝑛
𝑖=1 𝑝𝑖

2                       (13) 

Among them, 𝑝𝑖 is the probability of the class, and 𝑛 is the number of 
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classification categories. The smaller the Gini index, the purer the classification. 

In the random forest training process, the system generates different training 

subsets through multiple resampling and constructs multiple decision trees. 

Each decision tree performs exercise intensity classification independently, and 

the final classification result is determined by a voting mechanism. This voting 

mechanism can reduce the bias caused by a single decision tree and improve 

the generalization ability of the model. Figure 6 depicts a decision tree model 

in a random forest for distinguishing three different activity intensity levels: light, 

moderate, and heavy. The decision tree consists of several nodes, each 

representing a feature and its corresponding threshold. There are two main 

features: speed (v) and heart rate reserve (HRR). Root node: The decision tree 

starts from the root node, and its condition is whether the speed (v) is less than 

or equal to 10.0. If this condition is met, all three samples are classified as light 

activity intensity with a Gini coefficient of 0.667. Left branch: The first branch 

from the root node is the case when the speed (v) is less than or equal to 10.0. 

The Gini coefficient of this branch is 0, which means that all samples belong to 

the same category - light activity intensity. Right branch: The second branch 

from the root node is the case when the speed is greater than 10.0. Next, the 

decision tree checks whether the heart rate reserve (HRR) is less than or equal 

to 55.0. If HRR is less than or equal to 55.0, then two samples are classified as 

moderate activity intensity and one sample is classified as light activity intensity, 

with a gini coefficient of 0.5. If HRR is greater than 55.0, then only one sample 

is classified as heavy activity intensity, and the Gini coefficient is also 0. The 

goal of a decision tree is to minimize the Gini coefficient and improve 

classification accuracy by recursively dividing the dataset into purer subsets. 

The decision tree uses two features, speed and heart rate reserve, to determine 

a person’s activity intensity level. 

 

Figure 6: Decision Tree Structure 

2.5. Effect Evaluation Model Construction 

In the process of motion effect evaluation, this system uses the deep 
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learning model ResNet to classify and evaluate the motion effects in 

rehabilitation training, including data processing, model training, transfer 

learning application and implementation of optimization process. Through these 

technical means, the system can accurately distinguish the normal and 

abnormal motion patterns of patients in rehabilitation training, and further 

improve the accuracy of evaluation by combining time series models.  

To build a motion effect evaluation model, this system chooses ResNet 

as the core architecture and applies residual blocks to solve the common 

gradient vanishing problem in deep neural networks, which can effectively 

improve the model depth and thus improve the recognition ability of complex 

motion patterns. The input motion feature vector is mapped to a high-

dimensional space, and the spatiotemporal features in the motion pattern are 

extracted through multi-layer convolution operations. The output of each 

convolutional layer is transformed nonlinearly through the activation function 

ReLU (Rectified Linear Unit): 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥)                          (14) 

In each residual block of ResNet, the input directly skips multiple 

convolutional layers and is added to the output. This form of residual connection 

ensures that information can be smoothly transmitted in the network and solves 

the problem of information attenuation that may exist in deep networks. 

𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥                        (15) 

Among them, 𝑥  is the input, and 𝐹(𝑥, {𝑊𝑖})  is the feature map 

calculated by the convolution kernel {𝑊𝑖}. The residual connection effectively 

improves the training stability and convergence speed of the model. This 

system uses transfer learning technology to improve training efficiency and 

reduce the amount of data required. A pre-trained ResNet model is used for 

fine-tuning. The pre-trained model is trained on large-scale datasets such as 

ImageNet (Mettes et al., 2020). The model has rich general feature 

representation capabilities. Through transfer learning, the system only needs to 

perform a small amount of training on a dataset specific to rehabilitation training 

to adapt to the task of evaluating exercise effects. During the fine-tuning 

process, the parameters of the first few layers of the pre-trained model are fixed, 

and only the last few layers are retrained to adapt to the data distribution of the 

new task. 

The specific steps are as follows: The pre-trained ResNet model is 

loaded and the weight parameters of the first few convolutional layers are 

frozen. The rehabilitation training data is used to perform backpropagation and 

gradient updates on the last few layers to learn feature representations specific 

to motion effect evaluation. The validation set is used to evaluate the model 
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performance and continuously adjust hyperparameters such as the learning 

rate to ensure a balance between model convergence speed and effect. 

Transfer learning greatly reduces the time of model training and effectively 

solves the problem of insufficient training data. Since the motion data in 

rehabilitation training has significant time dependence, relying solely on ResNet 

to classify the motion effect of a single frame may not be enough to capture the 

overall trend of motion changes.  

This system integrates the Long Short-Term Memory Network (Van 

Houdt et al., 2020) (LSTM) with ResNet to enhance the processing capability 

of time series data. LSTM is a special recurrent neural network that solves the 

problem of information loss in long sequence data by applying memory units. 

Time series data is selectively memorized and updated through the forget gate, 

input gate, and output gate. Based on the features output by ResNet, the 

system passes the feature vectors of multiple frames into the LSTM network: 

ℎ𝑡 = 𝜎(𝑊ℎℎ𝑡−1 +𝑊𝑥𝑥𝑡 + 𝑏)                    (16) 

Among them, 𝑥𝑡 is the current frame feature extracted by ResNet; ℎ𝑡 

is the hidden state at the current moment; ℎ𝑡−1  is the hidden state at the 

previous moment. LSTM can effectively integrate historical information at the 

current moment and output the evaluation results of the motion effect. 

3. Effect Evaluation Indicators 

3.1. Exercise Intensity Evaluation Indicators 

In rehabilitation training, precise evaluation of exercise intensity is 

particularly important for guiding the training process, adjusting training intensity, 

and ensuring patient safety(Gorle & Padala). This system uses MET (Leal-

Martin et al., 2022) and heart rate changes as core indicators for exercise 

intensity evaluation. By combining these indicators, the system can quantify the 

patient’s exercise intensity level in rehabilitation training and help trainers 

optimize rehabilitation plans.  

As shown in Table 1, the table lists the types of exercise performed by 

patients in rehabilitation training and their corresponding metabolic equivalent 

of task (MET), heart rate reserve (HRR), and exercise intensity levels. MET is 

a key indicator for evaluating exercise intensity and indicates the level of energy 

consumption; HRR reflects the change in heart rate during exercise. Exercise 

intensity is divided into three levels: mild, moderate, and severe (mild is 30% to 

50% HRR; moderate is 50% to 70% HRR; severe is more than 70% HRR). By 

monitoring these indicators, the patient’s exercise effect can be effectively 

evaluated and a basis for personalized rehabilitation training can be provided. 
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Table 1: Patient Metabolic Equivalents and Exercise Intensity 

PATIENT ID EXERCISE TYPE MET HRR EXERCISE INTENSITY 

1 Walking 3.5 40% Mild 

2 Jogging 7 60% Moderate 

3 Cycling 6 55% Moderate 

4 Swimming 8 65% Moderate 

5 Yoga 2.5 30% Mild 

6 Aerobics 5 50% Mild 

7 High-Intensity Interval 

Training 

9.5 80% Severe 

8 Climbing 6.5 70% Moderate 

9 Strength Training 4 45% Mild 

10 Jump Rope 10 85% Severe 

Figure 7 shows the heart rate monitoring of patients, showing a line 

graph of the heart rate changes of patients. The horizontal axis represents the 

recording time, and the vertical axis represents the heart rate (bpm). Each curve 

represents the heart rate of a patient at different time points. The heart rates of 

two patients fluctuate between 80 and 110 bpm, and their heart rates are 

relatively stable under moderate light exercise. The heart rates of three patients 

fluctuate between 110 and 150 bpm. In particular, patients whose heart rates 

are continuously above 110 bpm should pay attention to their exercise load and 

possible fatigue. The heart rate of one of them even remains above 130 bpm, 

and the relevant monitoring personnel should reduce the intensity of his training. 

If the patient’s heart rate is continuously higher than 150 bpm or lower than 60 

bpm, intervention measures should be taken immediately, and the exercise 

should be terminated to ensure that it is within the safe range and abnormal 

heart rate is discovered in time. 

 

Figure 7: Patient Heart Rate Monitoring 
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3.2. Recovery of Joint Range of Motion 

In the evaluation of the range of motion of joints in rehabilitation training, the main focus is on the range of motion 

(ROM), and the rehabilitation effect of the patient is evaluated by measuring the maximum motion angle of each joint. Table 2 

shows the patient’s joint motion data.  

According to the criterion of significance level 0.01, the flexion of the hip, knee and ankle joints shows significant 

improvement, but the training effect of knee and ankle extension is relatively limited. The caregiver should adjust or strengthen 

the training method according to the evaluation results, especially in the extension training of the knee and ankle joints, 

appropriately increase the training intensity or apply new training methods. 

Table 2: Patient’s Joint Motion Range 

JOINT TYPE OF MOVEMENT PRE-TRAINING 

RANGE OF MOTION (°) 

POST-TRAINING 

RANGE OF MOTION 

(°) 

CHANGE 

(°) 

STATISTICAL TEST 

RESULT (P-VALUE) 

HIP JOINT Flexion 100 130 30 0.003 

HIP JOINT Extension 0 10 10 0.01 

KNEE JOINT Flexion 90 120 30 0.005 

KNEE JOINT Extension 10 15 5 0.02 

ANKLE JOINT Flexion 45 75 30 0.001 

ANKLE JOINT Extension 15 25 10 0.015 

3.3. Gait Stability Evaluation Indicators 

In the gait stability evaluation, it is necessary to obtain the dynamic video data of the patient during rehabilitation training, 

combine the key points of movement detected by Open Pose, and focus on extracting the gait-related joint coordinates (hip 

joint, knee joint and ankle joint) to form a series of time series data. For these time series data, gait stability is measured by 

calculating the standard deviation (SD) of the motion trajectory. 
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Table 3: Motion Stability within the Gait Cycle 

GAIT CYCLE 

NUMBER 

KEY POINTS 

(JOINT) 

AVERAGE 

DISPLACEMENT (MM) 

STANDARD 

DEVIATION (SD) 

LOF DTW (%) MOTION 

STABILITY 

1 Hip Joint 32.5 2.3 1.05 92 88.5 

1 Knee Joint 28.7 1.8 0.98 95 91 

1 Ankle Joint 36.4 2.6 1.1 90 87 

2 Hip Joint 31.8 2.1 1.08 93 89.5 

2 Knee Joint 29 1.7 1.02 94 91.5 

2 Ankle Joint 35.9 2.5 1.12 91 87.5 

3 Hip Joint 34 2.5 1.15 89 85.5 

3 Knee Joint 30.2 2 1.1 92 89 

3 Ankle Joint 38 2.7 1.18 87 84.5 

The gait cycle stability is calculated based on the joint motion range of the previous patient. From the data in Table 3, it 

can be seen that there are differences in the motion stability of each key joint in different gait cycles. The average displacement 

of the patient’s knee joint is small and the standard deviation is low, with relatively stable gait; the standard deviation of the hip 

and ankle joints is slightly higher. Especially in the third gait cycle, the LOF (Local Outlier Factor) value of the ankle joint 

reaches 1.18, indicating that there are large motion fluctuations in this gait cycle, and unstable gait movements may have 

occurred. The DTW (Dynamic Time Warping) matching degree shows the matching degree of the hip, knee and ankle joints 

in each gait cycle. The matching degree of the knee joint is generally high, indicating that its motion trajectory is closer to the 

standard gait. The DTW matching degree of the ankle joint is low, and its matching degree in the third cycle is only 87%, which 

further confirms that the gait stability in this gait cycle is poor and needs to be focused on in rehabilitation training. Through 

the analysis of these data, there is a clearer understanding of the stability of the patient’s gait and provide data support for 

personalized rehabilitation training. 

3.4. Evaluation Indicators of Cycle Training Results 

This experiment is divided into seven training cycles, each cycle representing stage of rehabilitation training for patients. 
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As the cycle increases, the effect of rehabilitation training gradually 

improves(González Martínez et al., 2023). As shown in Figure 8, the horizontal 

axis is the cycle and the vertical axis is the value. The root mean square error 

(RMSE) reflects the patient’s movement accuracy during the training process. 

The RMSE of cycle 1 is 12.6%. As the training progresses, the RMSE error 

gradually decreases, and it drops to 4.9% in cycle 7. The patient’s movement 

stability is significantly improved during the rehabilitation process, and the 

accuracy of movement execution is improved. The patient’s abnormal 

movement is detected, and the proportion of abnormal movement detected is 

expressed in percentage. In cycle 1, the proportion of abnormal movement 

detection is 45.60%, and by cycle 7, the proportion drops to 10.30%. After 

multiple trainings, the patient’s movement pattern gradually tends to be normal, 

and the incidence of abnormal movement is significantly reduced, showing an 

improvement in rehabilitation effect. Through the combination of features of 

multiple modalities, the fusion result of cycle 1 is 0.48, and the final result is 

improved to 0.92. The value range is from 0 to 1, and the closer to 1, the better 

the rehabilitation effect. Combining the above evaluation results to obtain a 

percentage value, the recovery degree in cycle 1 is 52.1%. After systematic 

training, the recovery degree increases to 93.2% in cycle 7. From the above 

data, it can be seen that after systematic rehabilitation training, the patient’s 

motor ability and stability are significantly improved; the incidence of abnormal 

movement is significantly reduced; the overall recovery degree is greatly 

improved. These results support the effectiveness of using computer imaging 

technology to monitor rehabilitation training, indicating that the monitoring 

system can provide a reliable quantitative evaluation basis for clinical 

rehabilitation. 

 

Figure 8: Cycle Training Results 

4. Conclusions 

This paper applies computer image technology, combines OpenPose 

and ResNet models, and builds a rehabilitation training monitoring system to 
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monitor the patient’s exercise intensity and effect in real-time during training. 

The system integrates a high-definition camera to capture dynamic video and 

uses the OpenCV library for image preprocessing to remove noise and improve 

image stability; key points of movement are extracted through the OpenPose 

algorithm, and the random forest classification algorithm is combined to achieve 

personalized evaluation of exercise intensity. The ResNet model is used to 

classify the exercise effect, and the evaluation accuracy is improved through 

transfer learning. The processing of time series data is optimized by combining 

the LSTM model. In the experiment, the system successfully achieves efficient 

and accurate exercise intensity monitoring and exercise effect evaluation, 

solving the problems of strong subjectivity and inaccurate data in traditional 

manual monitoring. By analyzing the movement trajectory and movement 

frequency, the system provides more detailed feedback, which helps 

rehabilitation trainers to adjust their training plans in time. The method in this 

paper still has certain limitations. For example, the accuracy of the system may 

decrease in environments with large lighting changes or complex backgrounds; 

the training time of the model is long, and there are certain performance 

bottlenecks when processing multi-dimensional data. Future research 

directions include further optimizing the real-time performance of the system, 

improving its adaptability to complex environments, and exploring how to 

combine virtual reality technology to provide a more interactive rehabilitation 

training experience, which can help provide patients with more intelligent and 

personalized rehabilitation training programs. 
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