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ABSTRACT 

With the development of clinical informatization technology, a large amount of 

data resources has been accumulated in the medical field, among which 

Athletes’ electronic medical records (EMRs) are one of the important data 

sources of clinical informatization and contain rich medical knowledge, how to 

obtain valuable biometric features from these data has become the basis of 

medical intelligence research. Therefore, this paper takes structured text as the 

entry point, and firstly, the research status of information extraction is 

elaborated. Moreover, in the work of e-medical biometrics recognition, medical 

text is added to the language model BERT for pre-training and fine-tuning, and 

a multi-head self-attention mechanism is introduced to incorporate a 

bidirectional LSTM model for feature extraction, and biometric features are 

extracted by using a stochastic conditional field as a classification constraint. 

This design bypasses the character-level image segmentation step for text line 

images, thus avoiding the overall accuracy degradation caused by the 

backward accumulation of errors in character segmentation. Finally, the 

experimental results show that the model can effectively accomplish the related 

biological feature extraction tasks. 

KEYWORDS: Biological Features; Electronic Medical Record Image; 

Automatic Extraction; Computer Vision 

1. INTRODUCTION 

With the booming development of Internet information technology (Choi 

et al., 2020; Ratta et al., 2021; Singh et al., 2020), artificial intelligence 
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technology (Benjamens et al., 2020; Meskó & Görög, 2020; Mirchi et al., 2020) 

with computer vision as the main driving force has been applied more deeply in 

many fields, and the intelligence in the medical field has become one of the key 

areas of researchers' attention. As one of the most important and complex data 

in the medical and healthcare field, the focus of its processing technology 

research has gradually transitioned from simple medical entity extraction 

(Bhatia et al., 2019; Ji et al., 2019; Zhang et al., 2019), entity normalization and 

other data standardization-oriented technologies to automatic extraction of 

biometric features that are closer to the needs of clinical assisted decision-

making, such as complex entity extraction, entity relationship mining and 

knowledge graph construction. At now, the healthcare industry has transitioned 

into the stage of clinical informatization, resulting in the accumulation of a 

substantial volume of medical data. Medical data refers to the comprehensive 

collection of information produced by healthcare professionals during the 

diagnosis and treatment of patients (Desai et al., 2020; Nirjhor et al., 2021). 

This encompasses various types of data, such as basic patient information, 

athletes’ electronic medical records, diagnostic and treatment data, medical 

imaging data, medical management data, economic data, and medical 

equipment and instrument data. Among these, athletes’ electronic medical 

records play a crucial role in clinical informatization and serve as a significant 

resource of medical data (Langlotz et al., 2019; Patel, 2019; Willemink et al., 

2020). Due to the traditional paper medical records are not easy to save and 

retrieve the characteristics of such medical records are not conducive to the 

subsequent application and research, as the medical structure is gradually 

scientific, standardized storage and management of complex medical 

information, which is mainly based on the patient as the main body, in 

accordance with certain rules of analysis, collation, storage and sharing, more 

complete and long-lasting preservation of patient's medical information. Based 

on athletes’ electronic medical records, hospitals have opened up 

administrative information systems such as outpatient, inpatient, pharmacy and 

financial systems, as well as diagnostic information systems such as 

examination, ICU guardianship and surgical anesthesia management, to 

realize information sharing and interoperability. The realization of these 

systems is closely related to information extraction technology (Han et al., 2019; 

Saadi & Belhadef, 2020; Yang et al., 2019). The automated extraction of 

biometric features is a crucial undertaking within the field of information 

extraction. This work holds great importance for both the advancement of 

research in information extraction techniques and their practical implementation. 

The named entity recognition task for athletes’ electronic medical records 

primarily focuses on identifying entities related to examinations, surgeries, 

diseases, symptoms, drugs, and sites. Entity relationship extraction refers to 

the process of extracting organized information from text that lacks structure. 

The primary objective of this task is not only to extract relationships between 

entities mentioned in the text, but also to ascertain the nature of these inter-
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entity relationships. For instance, in the sentence "A patient with diabetes 

mellitus for 3 years was administered metformin treatment, resulting in 

satisfactory glycemic control," entity relationship extraction would involve 

identifying and extracting the relationship between the patient and the treatment 

administered. The association between the medical condition known as 

"diabetes" and the pharmaceutical agent "metformin" is characterized by the 

amelioration of the disease through therapeutic intervention. The investigation 

of electronic medical record entity recognition and entity connection extraction 

holds significant value as a crucial means of medical information. This research 

has the potential to contribute to the advancement of the medical sector to a 

certain degree (Dai et al., 2019; Gonzalez-Agirre et al., 2019; Zhao et al., 2019). 

Therefore, this paper takes diabetes EHRs and public EHR datasets as 

research objects, firstly, obtains real EHRs from hospitals, and carries out a 

series of analysis, annotation and review to form EHR entity and relationship 

datasets. On the basis of the research dataset, for the named entity recognition 

task, migration learning is used to improve the performance of the model, for 

the entity-relationship extraction task, external knowledge is organized, medical 

text is added to the language model BERT for pre-training fine-tuning (Ji et al., 

2021; Rasmy et al., 2021), and the mechanism of multi-head self-attention is 

introduced, and a bidirectional LSTM model (Rajeev et al., 2019) is fused for 

feature extraction, and a stochastic conditional field is used as a classification 

constraint for biological feature extraction, which can not only improve the ability 

of the model to automatically obtain medical entities and relationships, but also 

provide a data base for the construction of medical knowledge base and 

medical knowledge graph, and obtain valuable biological features from these 

data to become the basis of medical intelligence research. The main 

contributions are as follows: (1) An EMRs-BERT model is constructed for 

automatic extraction of biometric features. In addition to this, in biometric 

feature relationship extraction from athletes’ electronic medical records, a 

convolution-based Conv-BiLSTM model is proposed for sentence semantic 

feature extraction by combining the current powerful pre-trained language 

model BERT to construct the initial semantic representations, and combining it 

with the character-level attention mechanism to form the semantic features. (2) 

The proposed algorithm bypasses the character-level image segmentation step 

for text line images, thus avoiding the overall accuracy degradation due to the 

backward accumulation of errors in character segmentation, and the 

experimental results show that the model is able to effectively accomplish the 

task of relevant biological feature extraction. 

2. Related Works 

2.1 Named entity recognition for athletes’ electronic medical records 

Within the realm of medicine, the initial stage of EHR biometric feature 

extraction involves the detection of named entities in electronic health records 
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(EHRs). Subsequently, the extraction of entity connections can be pursued 

building upon this foundational phase. The primary objective of this system is 

to identify entities, such as diseases, treatments, symptoms, and places, inside 

medical record texts. Currently, the process of performing named entity 

recognition for electronic health records (EHR) primarily involves the utilization 

of dictionary and rule-based methods, statistical learning-based methods, and 

computer vision-based methods. Among these approaches, computer vision 

methods have proven to be more effective in this task. In particular, the 

introduction of Pre-Trained Models (PTM) has significantly enhanced the 

performance of EHR named entity recognition to a certain degree. The next 

section provides a description of the various research methods that are relevant 

to the topic at hand. Dictionary-based approaches are based on medical 

terminology dictionaries and utilize dictionary matching methods for named 

entity recognition. In the medical field, researchers use the Integrated Medical 

Language System (UMLS) metadictionary terminology to extract clinical 

medical concepts by string matching and analyze the corpus. However, it is 

often used as a feature to improve the recognition performance of the model 

due to reasons such as the large amount of human and material resources 

required to construct, maintain and update the annotated corpus. The rule-

based approach uses matching for named entity recognition based on the 

constructed rule templates. In the medical field, different categories of medical 

texts have their own characteristics, and the rules constructed for one category 

of medical texts cannot be directly extended to other categories of medical texts. 

Therefore, rule-based methods are often used as feature information to assist 

the automatic extraction of biometric features related to athletes’ electronic 

medical records. Statistical learning-based methods construct statistical 

models based on data, and then predict and analyze the data. In the medical 

named entity recognition task, statistical learning methods can be classified into 

three categories, supervised learning, semi-supervised learning and 

unsupervised learning, according to whether the corpus used by the model 

contains labels or not. Among them, supervised learning is trained using labeled 

datasets to transform the named entity recognition task into a classification 

problem. The training of supervised learning models relies on high-quality 

labeled datasets, and due to the lack of labeled datasets for EHRs, some 

studies have also used semi-supervised learning methods for named entity 

recognition on EHRs. Unsupervised learning methods cluster entities with 

similar format or content in the named entity recognition task mainly through 

similar contextual information. Computer vision Based Approach. In recent 

years, researchers and scholars have begun to employ neural networks for 

EHR named entity recognition research. The researchers used unsupervised 

learning methods to extract word embeddings from large-scale unlabeled 

corpus to significantly improve the recognition performance of randomly 

embedded Deep Neural Network (DNN) for medical entities in Chinese clinical 

documents, which verified the effectiveness of unsupervised feature learning. 
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A supervised, multi-task Convolutional Neural Networks (CNN) model is also 

proposed and applied to a biomedical named entity dataset, which is shown to 

be effective for the medical named entity recognition task by comparing the 

single-task and multi-task models. At present, the limited availability of corpora 

significantly affects the training process of electronic health record (EHR) entity 

recognition models. Given the challenges associated with acquiring electronic 

health records (EHRs), a prominent area of research pertains to leveraging 

existing data to enhance the efficacy of named entity recognition. This entails 

facilitating the exchange of data within a specific domain or across disparate 

domains. To enhance the training efficacy of the target model, this study 

suggests utilizing diverse medical data sources, as opposed to relying solely 

on a single source of athletes’ electronic medical records. Multi-source medical 

data offers a broader spectrum of medical knowledge. Consequently, this paper 

introduces a neural network-based model for named entity recognition in 

athletes’ electronic medical records. By incorporating medical knowledge from 

various multi-source medical datasets, this approach addresses the scarcity of 

labeled electronic medical record data to some extent. The insufficiency of 

medical record labeling data negatively impacts the model's learning capability. 

2.2 Biometric Feature Relationship Extraction from Athletes’ electronic 

medical records 

EHR biometric feature extraction is another key task in EHR information 

extraction, which not only needs to determine whether there is a relationship 

between the entities in the EHR text, but also needs to identify which class of 

relationship it belongs to, at present, the relationship categories are mainly 

predefined according to the entity types, and the relationship extraction is 

converted into a multiclassification task, and with the development of computer 

vision, a joint extraction model emerges, which considers the two tasks as one 

complete process. According to the training method of the model, the EHR 

entity relationship extraction methods can be divided into three categories: 

symbiosis-based methods, statistical machine learning-based methods and 

computer vision-based methods. Among them, symbiosis-based methods are 

statistical learning methods based on the assumption that the higher the 

frequency of two entities appearing at the same time, the stronger the 

relationship is. Statistical machine learning based approaches mainly employ a 

labeled corpus to train out a classifier for relation classification. Among the 

machine learning methods used for the task of relation extraction, SVM-based 

methods are the most widely used.The researchers used a supervised machine 

learning approach to extract the relations between genetic diseases in 

biomedical literature.The approach utilizes an integrated SVM to train a rich set 

of features containing conceptual, syntactic, and semantic attributes, which are 

jointly learned with word embeddings, and achieves better results.  Computer 

vision Based Approach. With the increasing application of computer vision, 

researchers have started to utilize computer vision for relationship extraction 
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studies. They used CNN to automatically learn features to extract relationships 

from clinical discharge summaries, reducing the dependence on manually 

constructed features. With the emergence and development of Attention 

mechanisms, the introduction of Attention mechanisms in relationship 

extraction models has received more and more attention from research 

scholars. In this study, a novel approach is introduced that combines a deep 

residual network (ResNet) with the Attention mechanism to extract medical 

conceptual relations from Chinese athletes’ electronic medical records. This 

approach aims to mitigate the adverse effects of noise in the corpus on 

parameter learning. Additionally, it integrates the character Attention 

mechanism to enhance the recognition capabilities of various entities. The 

existing body of research on relationship extraction using computer vision 

predominantly relies on shallow networks, which are limited in their ability to 

comprehensively capture the intricate semantic characteristics present in 

Chinese electronic health record (EHR) texts. The advent of computer vision 

has led to the utilization of pre-training models, which have enhanced the 

efficacy of relationship extraction to some degree. However, when employing 

pre-training models that are trained on extensive natural language text to 

extract entity relationships from intricate Chinese electronic health records 

(EHRs) of limited scale, and subsequently fine-tuning them for downstream 

tasks, there may still arise instances where the models struggle to effectively 

learn the textual information. 

3. Methodology 

The process of extracting information from athletes’ electronic medical 

records mainly involves the representation of word vectors and the 

Transformers framework. In this section, the technical concepts are 

theoretically elaborated. 

3.1 Representation of word vectors 

Word embedding is an important concept for transforming text into 

vectors. The formation of word vectors requires the foundation of word 

embedding. In NLP, we can only analyze the text by transforming it into vectors. 

The development of word vectors can be traced back to the original One-hot 

encoding, then to the text representation based on word embeddings and the 

subsequent contextualized ELMo text encoding, which are all methods to 

transform text into word vectors, and the following three methods are introduced. 

3.1.1 One-hot encoding representation 

The unicode representation is a vector of 1 and 0 numbers used to 

represent text. After the corpus has been segmented, a corpus of words is 

obtained, and the number of words in the corpus is the length of the text vector 

representation. The occurrence of 1 at different positions in the vector means 
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that they correspond uniquely to words in the corpus, thus constituting the index 

of the query word. For the text vector, the words appearing in the text, the 

corresponding position of the text vector can be represented by the 

corresponding word vector, as shown in Figure 1. 

 

Figure 1: Textual representation of one-hot encoding. 

Based on the unique heat encoding, the Term-Frequency-Inverse 

Document Frequency (TF-IDF) representation has gradually become the main 

way to represent word vectors. In TF-IDF, Term-Frequency (TF) is the frequency 

of occurrence of a word. Term-Frequency is the frequency of occurrence of a 

word in a sentence. If a word occurs very frequently in a sentence, it means 

that the center word of the sentence is most likely to be this word. The resulting 

word frequency is expressed by the following equation: 

𝑇𝐹𝑖,𝑗 =
𝑛𝑢𝑚𝑖,𝑗

∑ 𝑛𝑢𝑚𝑘,𝑗𝑘
    (1) 

where 𝑛𝑢𝑚𝑖,𝑗  denotes the number of occurrences of phrase 𝑡𝑖  in 

document 𝑗 or sentence 𝑗, and ∑ 𝑛𝑢𝑚𝑘,𝑗𝑘  denotes the sum of the number of 

occurrences of each individual word across the corpus. Although phrases with 

a high word frequency reflect importance to some extent, auxiliary words such 

as "the", "they", "you" also have a high word frequency. These auxiliaries do not 

refine the important information of a sentence well, so word frequency cannot 

accurately recognize the importance of a word. Therefore, Inverse Document 

Frequency (IDF) is derived from it. IDF represents the prevalence of a word. 

The formula of IDF is as follows: 

𝐼𝐷𝐹𝑖 = 𝑙𝑜𝑔
𝐷

1+|1:𝑡𝑗∈𝑑𝑗|
   (2) 

where 𝐷 denotes the sum of the number of all documents or sentences 

in the corpus, and |𝑗: 𝑡𝑗∈𝑑𝑗| denotes the number of all documents containing 

the phrase 𝑡𝑖. If the phrase is included in more documents, the lower the IDF 

value is, which means that the universality of the word is higher, and thus the 
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discriminative ability of the phrase is weaker. In order to find the keywords, we 

need in text analysis, TF and IDF are combined to form TF-IDF to filter out the 

most distinguishable keywords in the specialized field. The TF-IDF equation is 

as follows: 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 • 𝐼𝐷𝐹  (3) 

Using TF-IDF, we obtain an importance score for each word in the corpus, 

which is used as a vector representation of the word and then combined into a 

vector representation of the text. 

3.1.2 Word vector representation under language model 

Although we can use unique thermal encoding or TF-IDF to represent 

the text as vectors, the semantic information contained in such a representation 

is meaningless, which only encodes the words and cannot express the 

correlation between the words, and the unique thermal encoding will have the 

problem of sparse vectors, which is not conducive to the training of the model. 

Based on this, the emergence of word embedding can alleviate these problems 

to a certain extent. Word embedding can map the word vectors of unique heat 

coding into a relatively low-dimensional vector space according to the rules of 

semantic information. The mapping in word embeddings is a byproduct of the 

previously mentioned training language model - weight vectors. In 2013, the 

Google ai team first proposed the Word2Vec toolkit. Word2Vec consists of two 

models: the Continuous Bagof-Words (CBOW) model and the Skip-Gram 

model. In CBOW model, the training task of the model is to predict the 

probability distribution of the vacant center word by taking the encoding of this 

paper in the context of the center word as the input, and its model structure is 

shown in Figure 2. 

 

Figure 2: Schematic representation of the CBOW model structure. 

After the neural network is trained, the weight matrix is obtained, and this 
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weight matrix is the word vector we use. The word embedding vector is obtained 

by multiplying the word vector with the weight matrix based on the unique heat 

encoding of the word vector, and the weight matrix becomes the spatial vector 

of the word embedding. Similarly, in the Skip-Gram model, the input is just the 

center word, and the output of the model is the distribution of the contextual text 

of the input center word.  

3.1.3 Word vector representation under neural networks 

Although the representation of word embedding solves the high-

dimensional problem, its semantic connection still performs poorly in the model, 

and also generates the ambiguity problem, the meanings of words in different 

contexts are biased, so the contextual information is important for the 

expression of word vectors. To solve the ambiguity problem, Allen Institute 

proposed ELMo text vector representation model in 2018, which is based on 

the two-layer BiLSTM model. The BiLSTM model recognizes the text as time 

series data, extracts the special diagnosis of text information from two 

directions, i.e., fuses the contextual text information, and then combines the 

word embedding vectors with the word vector weighted sum to get the word 

vectors of ELMo, and the network structure of ELMo is shown in Figure 3. 

 

Figure 3: Schematic representation of the structure of the ELMo language model. 

The ELMo model is a pre-trained model, and the ELMo word vectors for 

the same word are different in different downstream tasks. In many of the 

subsequent tasks, the ELMo model plays a role in the text feature extraction 

process. The disadvantages of the ELMo model are obvious. The basic 

framework of ELMo is BiLSTM, which still has the problem of forgetfulness in 

ultra-long distance feature extraction, and the problem of information 

redundancy still exists.  

3.2 Transformer and attention 

3.2.1 Self-attention mechanism 

The Transformer framework is a modeling framework proposed by 
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Google AI team based on the pre-trained language model, and the main 

modules of the framework are Encoder, Decoder and Attention mechanism. In 

the Encoder-Decoder framework, Self-attention is the basis of the framework, 

and is also a very important tool for feature extraction in natural language 

processing, computer vision and speech recognition. Self-attention represents 

the degree of attention to the data itself, the higher the degree of attention, the 

higher the relevance of the information, and the attention mechanism allows the 

model to focus on the key information to improve the computational efficiency 

of the model. In this paper, the task of named entity recognition belongs to the 

task of sequence generation, i.e., the Sqe2Seq task, which needs to focus on 

the amount of information over a long distance, so the attention mechanism is 

also the core point of this paper. For the input text vector 𝑋 = (𝑥1, 𝑥2, … 𝑥𝑛), the 

formula for calculating the single-headed self-attention score is as follows: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉 (4) 

𝑄 = 𝑋 •𝑊𝑞 (5) 

𝐾 = 𝑋 •𝑊𝑘  (6) 

𝑉 = 𝑋 •𝑊𝑣  (7) 

where 𝑄 = (𝑞1, 𝑞2, ⋯ 𝑞𝑛) , 𝑄 = (𝑘1, 𝑘2, ⋯ 𝑘𝑛) , 𝑉 = (𝑣1, 𝑣2, ⋯ 𝑣𝑛)  are all 

obtained by dot-multiplication based on the input vectors and the corresponding 

weight matrices. And calculating the similarity score within the text has: 

𝑠𝑐𝑜𝑟𝑒(𝑥𝑖 , 𝑥𝑗) = 𝑎𝑖,𝑗 = 𝑞𝑖𝑘𝑗
𝑇  (8) 

The similarity score refers to the similarity of the text components, and 

the similarity involves the q-vector and k-vector which are the relevant 

information extracted from the text vectors. The relevance score is obtained 

and normalized to get the final attention score. The V-vector is a vector of 

valuable features extracted from the text vectors, and the attention score is 

multiplied by the V-vector to get the final output of the attention model. The 

output of the attention can be understood as the hidden state of the cells 

appearing in the recurrent neural network, which contains the long-distance 

relevant information. It is worth noting that the three weights in the attention 

mechanism 𝑊𝑞, 𝑊𝑘, 𝑊𝑣 are the parameters that the model needs to learn, 

and for the case of multiple attention, the updating of weights is also an area 

that the model needs to take into account. In the framework of Transformer, the 

mechanism of multi-attention is involved, which is based on the self-attention 

and adds various  𝑊𝑞 , 𝑊𝑘 , 𝑊𝑣  weights. Thus, different weights extract 

different information, i.e., the information noticed is not the same, and the final 

attention score needs to be normalized.  
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3.2.2 Encoder in Transformer 

The Transformer model is commonly used in natural language 

processing for Sqe2Sqe tasks, such as machine translation, named entity 

recognition, and human-robot questioning. It is essentially an Encoder-Decoder 

structure, as shown in Figure 4.  

 

Figure 4: Application of the Transformer Framework to Machine Translation 

In the Transformer framework, there are 6 encoders and 6 decoders, and 

the feature information obtained by the encoders will be sent to the decoders 

for decoding to accomplish the subsequent tasks. In the Transformer framework, 

there are four core components: Encoder, Decoder, Position Encoding and 

Model Output. The encoder encodes the input vectors, and the decoder 

combines the output vectors of the encoder for subsequent feature processing. 

The internal structure of encoder and decoder is similar, and its structure is 

shown in Figure 5. 

 

Figure 5: Model structure of encoder and decoder pairs in Transformer 

The input of the encoder is the vector obtained by adding the text 

encoding embedding and positional encoding. Positional encoding mainly 
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identifies the order of each word in the text, and the formula for positional 

encoding is as follows: 

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛 (
𝑝𝑜𝑠

10000
2𝑖
𝑑

) (9) 

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos (
𝑝𝑜𝑠

10000
2𝑖
𝑑

) (10) 

Where 𝑝𝑜𝑠  denotes the sequential position of the character in the 

sentence, 𝑑 denotes the dimension of the text encoding vector. 2𝑖 denotes 

the coded position of the even numbered dimensions, the vector 𝑋  after 

summing the text and position coding is fed into the Multi-Head Attention 

module to extract the corresponding attention scores, and then the obtained 

attention scores are linearly spliced and normalized to obtain the final attention 

score 𝑍, the matrix 𝑍 has the same dimensions as the input 𝑋. After that, the 

𝑋 and the attention score matrix are connected to a matrix of residuals, and the 

mitigated network is normalized to a matrix of residuals. The matrix 𝑍 has the 

same dimension as the input 𝑋. The 𝑋 and the attention score matrices are 

then residually concatenated and normalized to alleviate the network 

degradation problem. The normalized vectors are then fed into two fully 

connected layers, where the activation function of the Feed Forward layer is the 

ReLU function and the second layer has no activation function. The 

corresponding equations are as follows: 

𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑚𝑎𝑥(0, 𝑋𝑊1 + 𝑏1)𝑊2 + 𝑏2 (11) 

where 𝑋 is the output of the multi-attention layer. The Add&Norm layer 

mainly consists of a summing and normalization module, which is calculated as 

follows: 

𝐿ayer𝑁orm = (𝑋 +𝑀ulti𝐻ead𝐴ttention(𝑋)) (12) 

𝐿ayer𝑁orm = (𝑋 + 𝐹eed𝐹orward(𝑋)) (13) 

In summary, the encoder consists of the Multi-attention, Feed Forward 

and Add Norm layers. In the Transformer framework, the text is encoded by 6 

encoders, each encoder takes its input from the output vector of the previous 

encoder, and the first encoder receives the embedding vector of the text. 

3.2.3 Decoder in Transformer 

In Transformer, the features obtained after encoding the text by the 



Rev.int.med.cienc.act.fís.deporte - vol. 24 - número 96 - ISSN: 1577-0354 

532 

encoder need to be decoded to accomplish the downstream tasks. The 

structure of the decoder is similar to that of the encoder, which also contains a 

Multi-Head self-attention layer, a feed-forward layer, and a Multi-Head attention 

layer with a mask, as shown in Figure 6.   

 

Figure 6: Structure of the decoder in the Transformer framework. 

In the second multi-attention computation, the 𝑄\𝐾\𝑉  vectors of the 

input vector Z need to be computed, but the difference here is that the output 

matrix of the masked multi-attention is used for the computation of the 𝑄 matrix, 

while the final output matrix of the encoder is used for the computation of the 

𝐾 and 𝑉 matrices. The purpose of this is to share the information encoded in 

the encoder in order to accomplish the sequence generation task better. After 

decoding, the decoder produces the final output 𝑍  which is fed into the 

Softmax layer to predict the output word. Because of the mask, 𝑍0 contains 

only the information of the first word itself, so it only predicts the generated text 

at the first position. The information structure of the final output 𝑍 is shown in 

Figure 7. 

 

Figure 7: Mask Matrix Workflow. 
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In conclusion, the encoder and decoder in the Transformer framework 

can fulfill the task of sequence generation well because of its attention 

mechanism. In the long text and long sequence tasks, feature extraction is more 

effective. Based on the framework of Transformer, Google team formally 

proposed the language model of BERT.  

3.3 BERT 

The concept of pre-training language model is based on pre-training, the 

idea of pre-training is based on the model parameters obtained from the 

previous corpus training, and the trained parameters are used as the base 

parameters of the autonomous model for model training and optimization. In 

the field of natural language processing, we input the text parameters of the 

pre-trained language model as text vector representations into the model, and 

then fine-tune it with the next task to complete the modeling task. In this paper, 

we use the BERT language model. The BERT language model utilizes both 

gap-filling and sentence-pair prediction methods to train the language model to 

capture both word-level and sentence-level features.  

In the fill-in-the-blank training approach, the core idea is similar to 

predicting masked words in crossword puzzles. In the training model, we feed 

complete text into the BERT model, the model will mask some words in the 

sentence with a 15% probability, and all the model has to do is to recover the 

masked words. In the sentence pair prediction training mode, we input different 

pairs of sentences to determine whether the two pairs are adjacent or not. The 

internal structure of BERT is the encoder structure in Transformer, the input text 

is passed through BERT to get the vector representation of the text, and the 

text vector of BERT is obtained to complete the subsequent tasks. The BERT 

model is actually a stack of Encoder encoders, the same as the Encoder 

encoder in the Transformer, including the Self-Attention and Feed Forward 

layers to get the final encoding, which can be used as word vectors. The 

encoding obtained in BERT can be regarded as a certain degree of word 

embedding, and BERT as a powerful language model, many scholars' 

subsequent research tasks are based on BERT.  

4 Experiment and Results 

4.1 Datasets 

(1) DEMRC data set: This dataset is constructed from Chapter 3 of this 

paper, in order to compare the size of the dataset as a whole, the number of 

corpus and the number of triples in the training, validation and test sets are 

counted here, which contains a total of 40 sub-relationship categories, among 

which there are 16 subclasses for entity relationships and 25 subclasses for 

modifier relationships, and the specific statistics are shown in Table 1. 
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Table1: Demrc Dataset 

TYPE TRAINING SET VALIDATION SET TEST SET 

SUB-RELATIONSHIP 

CATEGORIES 

40 40 40 

CORPUS 5104 638 638 

TERNARY GROUPS 24937 3057 2670 

(2) DiaKG data set: This dataset is a Ruijin diabetes research literature 

dataset centered on the disease and drug name entities, which are given pre-

defined relationship types for the entities appearing in the sourced medical 

resources. It mainly expands the relationship between the two entities, disease 

and drug name, and contains 15 types of relationships, such as examination 

method-disease, clinical manifestation-disease, surgery-disease, examination 

index-disease, frequency of medication-drug name, dosage of medication-drug 

name, and adverse reaction-drug name. Since the officially provided data only 

contains training set and the test set is not provided, this paper divides the 

training set into training set, counts and processes 43 documents containing 3, 

498 sentences, among which the documents with relations are 1, 561 

sentences, and divides the dataset into training set, test set and validation set 

according to 8:1:1. The specific statistical results are shown in Table 2. 

Table 2: DiaKG DATASET. 

TYPE TRAINING SET VALIDATION 

SET 

TEST SET 

SUB-RELATIONSHIP 

CATEGORIES 

15 15 15 

CORPUS 1249 156 156 

TERNARY GROUPS 6861 871 909 

4.2 Experimental setup 

The experimental setup consists of two parts, the experimental 

environment setup used during the experiment and the hyperparameter setup 

of the model used, as shown in Tables 3 and 4. 

Table 3: Experimental environment setup. 

TYPE PARAMETERS 

OS Ubuntu 16.04 

GPU Nvidia GeForce 2080Ti 

RAM 32G 

PYTHON 3.7.7 

TRANSFORMERS  3.0.2 

PYTORCH 1.4.0 

CUDA 9.2 
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Table 4: Hyperparameter settings. 

HYPERPARAMETER  VALUE 

MAX_LEN 310 

BATCH_SIZE  16 

DROPOUT 0.5 

OPTIMIZER Adam 

LEARNING RATE 3e-5 

EPOCH_NUM 30 

4.3 Experimental results and analysis 

In order to evaluate the effectiveness of the joint entity-relationship 

extraction model fusing structural information proposed in this chapter on small-

scale complex biometric feature extraction tasks, this paper utilizes the DEMRC 

and DiaKG datasets to train and evaluate the proposed ConvBiLSTM model. 

The comparative experimental models mainly include BERT-BiLSTM-CRF, 

BERT-CNN and Word2Vec-LSTM models for comparison experiments.  

After pre-processing the labeled dataset and analyzing it, this paper 

proposes a machine learning based ConvBiLSTM model for information 

extraction experiments on athletes’ electronic medical records. In this paper, 

the pre-training model is first fine-tuned by adding the electronic medical record 

corpus to the original pre-training corpus to update the BERT weights of the 

original pre-training model, so that the pre-training language model can be more 

effective in encoding text in the medical domain.  

Based on this, a word-level attention mechanism is added to increase 

the weights of keywords involved in the classification task. For sentence-level 

feature extraction, the gating unit in the BiLSTM model is improved by replacing 

the weight multiplication with a convolutional operation, so as to better filter and 

extract semantic information in the sentence. In the feature fusion stage, we 

introduce Maxpooling to maximize the pooling layer feature vectors for fusion, 

so as to better complete the subsequent relationship classification task. In the 

relationship classification layer, since the task is a multi-classification model, 

we use Softmax and Dropout strategies for relationship classification. 

 In the comparison experiments of our proposed Conv-BiLSTM model, 

we choose the current Bert-CNN model and Bert-BiLSTM model for relational 

classification. In the comparison experiments, the same dataset and the same 

batch size are used for model training and evaluation, and the highest values 

are recorded. The results of the comparison experiments are shown in Tables 

5, 6 and 7. 
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Table 5: Comparison of experimental results. 

MODEL PRECISION(%) RECALL(%) F1-SCORE(%) 

WORD2VEC-LSTM 71.42 72.33 71.49 

BILSTM-CRF 74.12  75.32 74.71 

BERT-CNN 76.52 76.51 77.04 

BERT-BILSTM  77.99 77.58 78.20 

CONV-BILSTM 79.19 81.22  80.19 

Table 6: Experimental results of biometric feature extraction on DiaKG dataset. 

MODEL PRECISION(%) RECALL(%) F1-SCORE(%) 

WORD2VEC-LSTM 59.59  24.21 34.59 

BILSTM-CRF 60.53 29.91 39.83 

BERT-CNN 56.74 31.21 40.27 

BERT-BILSTM  51.01 39.53 40.76 

CONV-BILSTM 61.20 40.31 45.22 

Table 7: Experimental results of biometric feature extraction on DEMRC dataset. 

MODEL PRECISION(%) RECALL(%) F1-SCORE(%) 

WORD2VEC-LSTM 44.90 60.67 62.41 

BILSTM-CRF 64.26  61.44 62.98 

BERT-CNN 64.16  62.44 63.29 

BERT-BILSTM  63.57 62.52 63.04 

CONV-BILSTM 64.60 63.01 63.53 

From the experimental data, it can be seen that the results of the 

classification method combined with the fine-tuned pre-trained language model 

are higher than the other methods in the comparison experiments, in which the 

F1 score reaches 80.19%. For the text of athletes’ electronic medical records, 

the length of the text is relatively long compared to the text of microblogging 

comments and product reviews, which requires the model to be able to extract 

the semantic information of the text over a long distance.  

In addition, for the medical domain, the textual features of the medical 

domain also need to be extracted by the model, therefore, the pre-training 

model BERT is fine-tuned in this paper, and the results outperform the other 

models, with an increase of 2.49% in the F1 score of the Bert-BiLSTM model 

compared to the one without fine-tuning. Overall, the ConvBiLSTM model 

proposed in this paper has better performance in both precision and recall, 

which indicates that the model proposed in this paper is capable of further 

feature fusion and deeper automatic extraction of clinically relevant biometric 

features. 

5. Conclusion 

In this paper, we take structured text as the entry point, firstly, we explain 
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the current research status of information extraction. And in the work of e-

medical biometrics, medical text is added to the language model BERT for pre-

training and fine-tuning, and introduces the mechanism of multiple self-attention, 

fuses the bidirectional LSTM model for feature extraction, and performs the 

biometric feature extraction by using the stochastic conditional field as the 

constraints for classification.  

This design bypasses the character-level image segmentation step for 

text line images, thus avoiding the overall accuracy degradation caused by the 

backward accumulation of errors in character segmentation. Finally, the 

experimental results show that the model can effectively accomplish the related 

athletes biological feature extraction tasks. 
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